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Abstract

Despite the reliability of modern disks, recent studies have made it clear that a new class of faults, Undetected Disk Errors (UDEs) also known as silent data corruption events, become a real challenge as storage capacity scales. While RAID systems have proven effective in protecting data from traditional disk failures, silent data corruption events remain a significant problem unaddressed by RAID.

We present a fault model for UDEs, and a hybrid framework for simulating UDEs in large-scale systems. The framework combines a multi-resolution discrete event simulator with numerical solvers. Our implementation enables us to model arbitrary storage systems and workloads and estimate the rate of undetected data corruptions. We present results for several systems and workloads, from gigascale to petascale. These results indicate that corruption from UDEs is a significant problem in the absence of protection schemes and that such schemes dramatically decrease the rate of undetected data corruption.

Keywords: silent data corruption, undetected disk errors, simulation, modeling

1. Introduction

Despite the reliability of modern disks, recent studies have made it increasingly clear that a new class of faults, that of undetected disk errors (UDEs) are a real challenge facing storage systems as capacity scales [2, 11, 7]. While RAID systems have proven quite effective in protecting data from traditional failure modes [13], these new silent data corruption events are a significant problem unaddressed by RAID [2]. UDE faults themselves are drawn from two distinct classes, undetected read errors (UREs) and undetected write errors (UWEs). UREs manifest as transient errors, and are unlikely to effect system state beyond their occurrence. UWEs, on the other hand, are persistent errors which are only detectable during a read operation subsequent to the faulty write, and thus manifest in a similar manner to a URE [7]. Metrics to quantify the occurrence of data corruption due to UDEs have not been presented before since these events have been deemed to be very rare. Recently capacity scaling has made UDEs common enough to be a concern and drives further study both on the rate of occurrence of these faults, and their manifestation as errors from a user perspective.

While both evidence of UDEs and suggested techniques for their mitigation have been outlined in the literature [2, 7], it is clear that there are several situations where many of these techniques will not be able to prevent UDE induced faults from manifesting as errors [11]. Given that the rate of UDE occurrence is low, testing these techniques in a real system would be costly, likely requiring a prohibitively large array of disks to witness UDEs in large enough quantities to derive measures of their effects within a reasonable period of time. A need therefore exists for modeling tools which address the particular challenges presented by such systems. A model provides the capability to analyze the risk posed by UDEs in a given system and the fault tolerance coverage provided by suggested mitigation techniques. A simple analytical model could fail to account for important emergent trends in UDE manifestation for a given workload. For example a block that has had a UWE error must be read before that fault manifests as data corruption and therefore the chances of system failure depend on the I/O stream in question. A simulation approach that is customizable and can determine the effect of UDEs for an arbitrary workload is an effective way to capture this behavior.

Efficient simulation of UDE faults in large scale systems proves to be a serious challenge, however, due to the stiffness of the system. A system is said to be stiff when events occurring on vastly different timescales must be simulated in order to capture the behavior one wishes to model. In order to fully understand the effect of UDEs and how they manifest in a given storage system, one must model the disks at a fine level of detail, looking at individual block read and write information in order to track portions of the disk which are suffering from a UDE, the propagation of UWEs due to normal operations within the RAID system (including rebuild events), and the effectiveness of mitigation techniques to prevent a UDE based fault from manifesting as an error. This means any model of such processes will necessarily consider events on two very different scales, from the very fast block level I/Os (with a rate of roughly 100 iops/sec), to the much rarer UDEs (with a rate of roughly $10^{-12}$ UDEs/iop).

In order to satisfy these requirements we present in this paper an extensible hybrid framework for simulating large scale storage systems that combines discrete event simulation on multiple levels of resolution with numerical analysis in a hybridized fashion. Our methods take advantage of dependency relationships within a the I/O stream to temporally switch between numerical methods, a block level discrete event simulator, and a hybridized numerical model with some discrete events simulated. Our techniques achieve a more efficient use of time and space than discrete event simulation alone. These
methods have been implemented in a simulator which takes as input a model of a storage system and a model of a workload, and produces as output an estimate of the rate at which UDEs manifest as corruption at the user level. Our simulator has been designed in a way that allows the user to build component level models of storage systems, extend components to create new behavior, and test under arbitrary workloads and rates of UDEs. Mitigation techniques can be easily implemented by extending the implemented base classes for disks.

The paper is organized as follows: We will first discuss UDEs, their origin in real systems, their effects, and techniques for mitigating UDEs provided by the literature. We will then derive a model for UDEs for use in our simulation. This derivation includes determining appropriate rates for the various types of UDEs, as these rates have yet to be determined in the literature. Next we will discuss how we create workload and system models models for a novel hybrid simulator and the operation of the simulator itself. Finally, we present our results which illustrate the problems posed by UDEs as systems scale, and the effectiveness of even simple mitigation techniques in preventing the faults injected by UDEs from manifesting as undetected data corruption events.

2. Undetected Disk Errors

A growing concern in the storage community has been errors for which RAID [13, 14] does not provide adequate protection. Schroeder and Gibson note that despite a supposed MTTF for drives ranging from 1,000,000 to 1,500,000 hours field data suggest that MTTF is, in practice, much lower [15]. By analyzing data corruption events for over 1.53 million disks in production storage systems Bairavasundaram et al. documented cases of data corruption events that occurred in a 41 month period. This work illustrates the existence of several types of rare faults which manifest as corrupt data blocks. These errors were detected by their production system due to additional detection mechanisms implemented at the filesystem layer by their system. We refer to these silent data corruption events [10, 14] as undetected disk errors (UDEs) [7]. UDEs differ from seemingly similar faults, such as Latent Sector Errors (LSEs), due to the fact that unlike other failure modes when a UDE occurs the drive reports the operation occurred appropriately and the state of the drive is as expected. Unless detected through explicit means in the I/O stack a UDE has the potential to result in incorrect data being served to user level processes.

2.1 Introduction

UDEs can be divided into two primary categories, undetected write errors (UWEs) and undetected read errors (UREs) [7], and arise from a variety of factors, including software, hardware and firmware malfunctions. The primary difference between UWEs and UREs is that UREs are transient in nature, while UWEs result in a changed system state that can cause many subsequent reads to return corrupt data. Table 1 summarizes the primary types of UDEs, and how they manifest as actual errors on the disk [7].

Dropped writes occur when the write head fails to overwrite the data already present on a track. In this case the disk remains in its previous state as if the write never occurred [7].

Off-track writes (also referred to as misdirected writes) come in two categories, near and far off-track. Both types occur when the write head is not properly aligned with the track. In the case of a near off-track write, the data is written in the gap between tracks, adjacent to the intended track. On a read operation, the head may align itself to either the target track, or the off-track, potentially producing stale data. Far off-track writes occur when data is written even further off-track, such that it corrupts data in another track entirely. Subsequent reads to the track which was mistakenly written will produce corrupt data, while reads to the track which was intended to be written will produce stale data. [7]

It is important to note, however, that not all UWEs introduced disk errors manifest as a user level undetected data corruption error. A subsequent (good) write to the affected track will remove the error, preventing undetected data corruption. Likewise a near off-track write will cause future reads to randomly return either good or stale data. Though a far off-track write results in both stale data on the intended track, and corrupt data on the unintended track, if the unintended track is not currently in use, that part of the effect will be mitigated. Likewise, a UWE may manifest as several undetected data corruption events if the same track is read multiple times before it is corrected by a subsequent write operation. Thus a one-to-one correspondence does not exist between UDEs and user level undetected data corruption errors. We will investigate the rate of UDE manifestation as undetected data corruption errors in Section 4.

2.2 UDEs in RAID Storage Systems

Systems designed for high reliability often make use of RAID storage systems. While there has been little study of the effect of UDEs in RAID systems, it has been shown that data scrubbing, the normal disk error mitigation and detection technique in such systems, is not sufficient to protect against all UDEs [11, 7]. Even under RAID6, the most powerful RAID technique in common usage, a data scrub may incorrectly assess the integrity of data due to a UDE [7].

2.3 Mitigation

Despite the threats to data integrity and storage system reliability posed by UDEs, production systems rarely implement detection and mitigation strategies [6]. Methods have, however, been proposed, if not evaluated in real systems. One family of proposed methods to mitigate the effect of UDEs in RAID are of the form of parity appendix methods [7]. In these methods, metadata is co-located with some or all of the blocks associated with a chunk of data and its parity blocks. In
our models we focus on a data parity appendix method [4, 7], which utilizes the metadata portion of a block to store a sequence number. This sequence number is the same for all blocks in the write. UDEs can be detected with this method by comparing the sequence numbers stored in the parity and data blocks. The sequence numbers won’t match when a UDE manifests as an error unless a collision occurs in the sequence number with probability

\[
P(\text{Seq(Parity)} = \text{Seq(UDE)}) = \frac{1}{2^b}
\]

where \(b\) is the number of bits allocated for the sequence number. On a read, the sequence number for each data block is retrieved from parity and compared, allowing this technique to mitigate UDE manifestations, at the cost of an extra read.

We model sequence numbers in our study by storing each sequence number with the block state information in our model as an 8-bit number, representing the actual sequence number for the block. Sequence numbers are drawn uniformly from a discrete Uniform distribution [12] [0, 255]. On a far off-track write, or dropped write, the original target blocks have their sequence numbers unchanged. The new target of a far off-track write will get the sequence number intended for the original target. near off-track writes result in two sequence numbers for a given block, one for each sub track. Sequence number mismatches are handled, by marking the affected blocks as unreadable.

### 2.4 Modeling UDEs

Storage systems faults are complex events, arising from a combination of hardware, software, and firmware malfunctions. In the case of well studied faults, such as latent sector errors, and complex models have been derived to capture detailed relationships and correlations. Bairavasundaram et al., when designing a model for latent sector errors, capture temporal and spatial locality measures [1]. Schroeder and Gibson in their study of MTTF propose and fit both Weibull and Gamma distributions, obtaining better results than with exponentially distributed interfailure times [15]. Unfortunately when it comes to UDEs, there is very little information on their rates of occurrence, let alone enough data to fit multiparameter distributions, or ascertain spatial and temporal relationships on their failure. As such, we choose to model UDEs in our study with exponential interfailure times, and make no assumptions with respect to temporal and spatial locality. While we make this assumption about the distribution of UDEs, our methodology is not contingent on this assumption. Our simulator has been designed to be flexible about the distribution of UDE interarrival times, and temporal and spatial locality. Given additional data on UDEs we hope to refine these assumptions in the future.

Rates for the occurrence of UDEs have not yet been published, as such we make a first attempt in this paper to derive rates of UDEs from published materials. We can estimate the rates of UDE occurrence by using a combination of the data presented in [1] and the data presented in [2]. In [1], a study of latent sector errors was presented for the same set of field data that was used to derive the statistics on UDEs in [2]. Since latent sector errors are hard errors, which have manufacturer provided rates, we can approximate the workload run on the field systems by back calculating from the rate of hard errors observed.

We start this calculation by making some observations and assumptions about usage patterns. Nearline drives have a maximum I/O rate of 100 IO/s; enterprise drives have a maximum I/O rate of 200 IO/s. For the purposes of this calculation, we will assume a system block size of 4k, and thus that each IO is 4k. We assume that the read ratio is 60% (i.e. reads are 60% of the IO stream and writes are 40%). We also assume that the drives are used at high utilization some number of hours in the day and at low utilization the rest of the time. Nearline drives have a hard error rate of 1 uncorrectable sector for every \(10^{14}\) bits read and the corresponding rate for enterprise drives is 1 uncorrectable sector for every \(10^{15}\) bits read. We treat drives with up to 10 sector errors as having 10 individual occurrences of sector errors. The spatial locality analysis in [1] appears to validate this assumption. If a drive has more than 10 sector errors (some have hundreds of errors), we view these as manifestations of the same occurrence (for example a scratch along a track taking out several consecutive sectors) and ignore them. We focus on drives used for the 24-month period in described in [1]. During this period, there are 68,380 nearline drives with a total of 25,827 latent sector errors (using the above filter). There are 264,939 enterprise drives with a total of 13,989 latent sector errors. To reverse engineer the workload parameters, we adjust the high and low utilization rates and hours until the predicted latent sectors errors align reasonably.

### Table 1. Summary of UDE types and manifestations

<table>
<thead>
<tr>
<th>I/O Type</th>
<th>UDE type</th>
<th>Manifestation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Write (UWE)</td>
<td>Dropped Write</td>
<td>Stale data</td>
</tr>
<tr>
<td></td>
<td>Near off-track write</td>
<td>Possible stale data on read</td>
</tr>
<tr>
<td></td>
<td>Far off-track write</td>
<td>Stale data on intended track</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Corrupt data on written track</td>
</tr>
<tr>
<td>Read (URE)</td>
<td>Near off-track read</td>
<td>Possible stale data</td>
</tr>
<tr>
<td></td>
<td>Far off-track read</td>
<td>Corrupt data</td>
</tr>
</tbody>
</table>

- **Table 1. Summary of UDE types and manifestations**
  - **I/O Type**: Write (UWE) vs. Read (URE)
  - **UDE type**: Dropped Write, Near off-track write, Far off-track write
  - **Manifestation**: Stale data, Possible stale data on read, Stale data on intended track, Corrupt data on written track, Possible stale data, Corrupt data
closely with the observed values. By setting the high utilization to 50% for 10 hours per day, and the light utilization to 10%, we predict 22,302 latent sector errors for nearline drives and 17,282 latent sector errors for enterprise drives. We validate these assumptions by comparing these calculated latent sector error numbers to those reported in [1]. The above numbers are close enough to what has been reported in [1] (25,927 for nearline and 13,989 for enterprise) that we believe that our calculations represent a reasonable estimation of the workload.

Now that we have a representative workload, we can derive the rate of UDEs from the data in [2]. We look at age-normalized disk drives and their statistics. There are approximately 270,000 nearline drives and 1,150,000 enterprise drives in the 17-month period observed in [2]. We assume that multiple corrupt fields (e.g., multiple checksum mismatches) on the same drive are manifestations of the same event. Thus, we use the count of corrupt drives as equivalent to the count of corruption events. The spatial locality analysis in the [2] appears to validate this assumption. In [2] corruption events are not classified into dropped writes, far off-track and near off-track writes. Instead they are classified by the way they manifest in the detection logic of the system. Corruptions in [2] are classified as checksum mismatches (the checksum is incorrect), identity mismatches (the intended LBA does not match the actual LBA), and parity mismatches (the data does not pass a parity scrub). We believe that checksum mismatches are caused by far off-track writes that write across 4 KB file system data blocks, and by hardware bit corruption. Identity and parity mismatches are caused by dropped writes and near off-track writes. In [2], there are 1,782 reported checksum errors, 113 identity mismatches, and 297 parity errors in the nearline systems and 690 checksum errors, 68 identity mismatches, and 199 parity errors in the enterprise systems. We combine the identity and parity errors to determine a combined dropped and near off-track rate of $4.01 \times 10^{-12}$/write in nearline systems. We use the checksum error rate to determine a far-off-track and hardware bit corruption rate of $1.4 \times 10^{-11}$/write in nearline systems. The corresponding rates for enterprise systems are $2.47 \times 10^{-13}$ and $6.98 \times 10^{-13}$.

These rates, summarized in Table 2, are of course estimates made from a single (although large) field sample, but we believe that they are sufficient to make the output of the simulator useful in determining the impact of UDEs. In our results we also provide a sensitivity analysis to show how the results change when these rates change.

### Table 2. Estimated rates of UDEs in $UDEs / I/O$.

<table>
<thead>
<tr>
<th>UDE Type</th>
<th>Estimated Rate</th>
<th>Nearline</th>
<th>Enterprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dropped I/O</td>
<td>$9 \times 10^{-13}$</td>
<td>$9 \times 10^{-14}$</td>
<td></td>
</tr>
<tr>
<td>Near-off Track I/O</td>
<td>$10^{-14}$</td>
<td>$10^{-14}$</td>
<td></td>
</tr>
<tr>
<td>Far-off Track I/O</td>
<td>$10^{-12}$</td>
<td>$10^{-13}$</td>
<td></td>
</tr>
</tbody>
</table>

3. Simulation Framework

Given our assumptions that UDE manifestation is likely highly correlated to the workload and system in which they occur, we take a flexible approach in building our simulator. Our solution techniques do not make any assumptions about the underlying workload or model, allowing the user to construct appropriate workloads or models based on their own needs or assumptions. We provide a common interface for workload models, allowing the use of traces, or probabilistic models (as was used in our evaluation), and a framework for constructing a storage system model by composing common component level objects, which can be subclassed as needed to increase the library of components from which the system can be built.

Once a workload model and system model have been created, we utilize a multi-modal simulator which executes the model at three different resolutions, based on a dependency relationship with UDEs which occur in the I/O stream.

3.1 Workload Modeling

The manifestation of UDEs as actual data corruption events is dependent on read operations following a write which suffers from a UDE (or in the case of UREs, just simply a read operation). This fact makes modeling the workload for the system an important consideration. The mix of reads and writes impacts the manifestation of UDEs, as does the correlation of reads and writes in time. While this fact drives a desire to use realistic representative workloads in any simulation, perhaps even traces, the rare nature of UDEs makes this a difficult proposition. Utilizing a trace based simulation has two problems. The first is a lack of sufficiently detailed traces, and the second is a lack of traces of sufficient length. Due to the long periods of time involved in simulating UDE mitigation, one requires hundreds, if not thousands, of days of block level traces. Additionally, trace based analysis is limited to a handful of possible trajectories in the file system, only those captured in the available traces. Given these limitations we form a simple probabilistic model of the workload which we use to generate synthetic workloads that statistically match available traces.

Generating a representative synthetic workload has proven difficult in the past, and is still largely considered an open problem. For the purposes of this analysis we present a simplified workload model which captures the primary metrics of interest for our needs, namely the ordering of reads and writes, which can be directly parameterized using real traces to which
we have direct access. Despite our selection of this method of workload modeling, our simulator has been designed in a flexible manner which allows it to utilize any workload model a user would like to design. The main simulator couples with the workload model simply by requesting events from the workload model, including the type of I/O, and size and location of the write, and the time until the next I/O. It then injects UDEs as appropriate.

In order to characterize the workload used in our study, we create a statistical model of five primary features from a given trace.

- **Per Disk Rate of I/O** - Given that our UDE rates are in units of \( \frac{UDEs}{I/O} \), it is important to know the rate at which I/O is conducted in our workload. This rate is captured in the workload parameter \( io/s \). Our workload model assumes exponentially distributed interarrival times, with rate \( io/s \).

- **Diversity of the I/O Stream** - Just knowing the rate of incoming I/O requests is not, however, enough to characterize the system. We also need some measure of the diversity of the I/O stream. While \( io/s \) measures the number of I/O requests per second, it tells us nothing about the average number of unique chunks on which I/O operations are performed, per second. We introduce the parameter \( uc/s \) to model this, which is a measure of the unique chunks read or written each second.

- **I/O Size** - Based on our analysis of some available traces we model the size of an I/O operation within the simulator as a Exponential random variable with a mean request size of \( size_{i/o} \) blocks.

- **Read/Write Composition of the I/O Stream** - When the simulator is not suffering from a UDE, our simulator discards I/O events rather than simulate them, as they cannot have an effect on the rate of undetected data corruption errors. When an UDE does occur, it is important to know whether it occurred during a read operation (and is thus transient) or during a write operation, (and could thus lead to a series of data corruption events). Towards this end we estimate the parameter \( P(R) \), which tells us the probability with which a given I/O is a read request.

- **Correlation of I/O Stream Composition** - In our analysis of available traces, we found that an I/O request for an individual chunk is highly temporally correlated with the most recent I/O for that same chunk in the trace. In order to model this behavior we utilize a discrete time Markov chain (DTMC) for each active chunk to determine the next I/O operation that will take place after a read or a write, as illustrated in Figure 1. This model has four transition probabilities which we estimate from the trace data. \( P(R|R) \) is the probability of a chunk being read if the most recent I/O for the chunk was also a read. \( P(R|W) \) is the probability of a chunk being read when the most recent I/O request was a write. \( P(W|R) \) is the probability of a chunk being written when the most recent I/O request was a read, and finally \( P(W|W) \) is the probability of a chunk being written when the most recent I/O request was a write.

Table 3 indicates the values of these parameters for three different workloads. The first workload, which we call the Abstract Workload, is derived from parameters assumed in the calculations presented in Section 2.4 derived from [2] and [15]. Both the “Read Heavy” and “Write Heavy” workloads are estimated empirically from actual disk traces. Separate DTMCs are kept in the workload model for each chunk on the disk that is being read or written.

### Table 3. Parameters for the workload models.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Abstract (uc/s)</th>
<th>Write Heavy (uc/s)</th>
<th>Read Heavy (uc/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( io/s )</td>
<td>100</td>
<td>122.04</td>
<td>90.24</td>
</tr>
<tr>
<td>( uc/s )</td>
<td>10</td>
<td>16.2623</td>
<td>7.222</td>
</tr>
<tr>
<td>( size_{i/o} )</td>
<td>4096 B</td>
<td>3656.98 B</td>
<td>2448.94 B</td>
</tr>
<tr>
<td>( P(R) )</td>
<td>0.6</td>
<td>0.2316</td>
<td>0.82345</td>
</tr>
<tr>
<td>( P(R</td>
<td>R) )</td>
<td>0.6</td>
<td>0.4488</td>
</tr>
<tr>
<td>( P(R</td>
<td>W) )</td>
<td>0.6</td>
<td>0.8339</td>
</tr>
<tr>
<td>( P(W</td>
<td>R) )</td>
<td>0.4</td>
<td>0.5512</td>
</tr>
<tr>
<td>( P(W</td>
<td>W) )</td>
<td>0.4</td>
<td>0.1661</td>
</tr>
</tbody>
</table>

3.2 Storage System Modeling

In order to understand the manifestation of UDEs into user-level undetected data corruption errors, we present a block level model of storage systems which can be used to understand the actual effects of these faults in real systems. This block level model is designed to be easy to extend and compose with other similar models to allow for the construction of more complex disk models. Each individual block level model keeps track of the state of a single disk. Models can be composed to allow the simulation of various RAID configurations and techniques for detecting UDEs. In our models, for example, a RAID6 system is simply a subclass of a disk, which contains a number of composed disk models. RAID 6 with mitigation is simply a subclass of our RAID6 model which implements the sequence number data parity appendix method described in Section 2.3.

3.2.1 Block Level Model. In order to determine the state of the individual blocks on a given disk, each disk block is modeled as a non-deterministic finite automaton (NFA). The set of states \( Q \) of the NFA represents the states of the block, and is comprised of the union between a set of stable states
$Q_{\text{stable}}$ and unstable states $Q_{\text{unstable}}$ defined by

$$Q = Q_{\text{stable}} \cup Q_{\text{unstable}}$$

$Q_{\text{stable}} = \{\text{good, stale, corrupt}\}$

$Q_{\text{unstable}} = \{\text{stale-good, corrupt-good, corrupt-stale}\}$

Unstable states differ from stable states in that the behavior of a read operation is ill-defined and may return either good data, or corrupt/stale data. They are used to model the effects of near off-track writes. In the case of an unstable state where one of the tracks is good, a read to that track will not necessarily manifest as an error. We assume it will read a given track track with:

$$P(\text{read track good}) = P(\text{read track \{stale, corrupt\}}) = 0.5$$

The unstable state corrupt-corrupt is omitted from this set, as it seems equivalent to a corrupt state, as is stale-stale for similar reasons.

The sector model transitions from state to state on a set of input symbols $\Sigma$, which correspond to the write events to the sector, both faulty and non-faulty. The set of faulty write events corresponds to the set of UDE events discussed in Section 2, which is shown below.

$$\Sigma = \{GW, DW, N\text{-OTW}, F\text{-OTW}_H, F\text{-OTW}_O\}$$

Symbol GW represents a good write event. DW represents a dropped write event. N-OTW represents a near offtrack write event. F-OTW_H indicates a far offtrack write event which was intended to write to this block but instead wrote to another. F-OTW_O represents a far offtrack write event which was intended for another block but was instead incorrectly written to the block in question.

Figure 2 shows the NFA states with transitions for a single block, indicating how the block changes states due to UDE events. Of particular importance is the fact that from all states a good write event brings us to the good state, masking the UDE. This fact is important when considering how a UDE fault manifests as an actual error. In the case that a UDE occurred, but the same blocks were again written with no error before a read for those blocks was issued, the fault will not manifest as an error.

### 3.2.2 Disk Level Model

In order to represent an entire disk, the block level model indicated in Section 3.2.1 is implemented for every block in a disk, forming our base disk model. Each block is indexed, and thus can have individual write operations directed to it, causing state changes in the underlying automata. For efficient storage of the automata, we take advantage of the fact that, barring a UDE which is by definition a rare event, the entire disk consists of blocks in the good state. By representing the state of all blocks in a disk using a sparse matrix with good as the default value, we achieve a space efficient implementation of even very large disks. This sparse matrix is represented with a hashtable, using a hash function of $LBA \mod n$, for some n. While a simple function, it exploits the fact that UDEs will most often manifest on a disk as a string of consecutive blocks in a state other than good. The modulo function then works to try to ensure that consecutive blocks will appear in different elements of the hashtable, which keeps access times for the hash table at a minimum. This improves the time it takes to update the state of our various block level NFAs, and thus overall simulation time.

Individual disk models are composed with a controller to form RAID units. The controller model presents to the simulator an interface to write to the underlying disks as if they were a single larger disk. It performs the calculations of which stripe to write to on a block by block basis to enforce the RAID model. The RAID interface also serves to inform the simulator of the number of actual disk reads and writes executed per requested operation so that UDEs occurring due to a single logical write to a RAID system will be generated appropriately for the larger numbers of actual disk reads and writes performed due to RAID operations such as read-modify-write. Each RAID unit undergoes weekly scrubbing, and we make the assumption that during a scrub all UDEs will be detected and marked unreadable so as not to result in a data corruption event in the future.

Parity scrub mismatches are handled by marking the affected blocks as unreadable, meaning that any reads from the workload stream to these blocks will not be executed. On a successful write operation (UDE or otherwise) to a block, this status is changed via the NFA in Figure 2 treating the unreadable sector as being in the good state just before the write.

### 3.3 Simulator architecture

Given the rarely nature of UDEs, attempting to calculate the mean rates of undetected data corruption due to their injection into a storage system using just discrete event simulation would prove prohibitively costly. With the rates given in Table 2, it is not unreasonable to expect $10^{13}$ or more I/O events in between UDEs. Even given a discrete event simulator capable of processing $10^7$ or more events per second evaluating a single UDE event would take almost a month on modern workstations. This makes simulating a large number of UDEs impractical, and seems to preclude their analysis via simulation.

We attempt to solve some of the efficiency issues inherent in simulating a stiff system by designing our simulator to have three operating modes (illustrated in Figure 3), and allowing the simulator to dynamically switch between modes to maximize efficiency while maintaining accuracy in estimating the rate of undetected data corruption served to the user. The first operating mode, which is purely analytical, is also the simplest. It takes the parameters of the system model, workload model, and the rates entered for the various UDE types, and from this estimates the UDE rate of the composed model and
generates an exponentially distributed interarrival time. The internal clock which is used to determine the next event is then advanced to the indicated time, our metrics are updated, and we process the UDE as appropriate.

The second mode utilizes discrete event simulation to model the interaction of the workload with the faults injected into the storage system. In order to determine which events occurring in the storage system cause a user level undetected data corruption event, lists are maintained of both those chunks being actively read and written, and the chunks in the storage system which have suffered from a UDE. Only those events which add or remove chunks from the active list, or access faulty disk blocks are explicitly simulated. Since all other operations will either read a chunk composed of good blocks, or write a good block to a block which is already good, they cannot affect the state of blocks within the system. When the UDE can no longer manifest as a data corruption event, i.e. when all active chunks which intersect with the faulty chunk are no longer active, or when the faulty chunk is overwritten with good data, we pass from discrete event simulation into our simulator’s third operational mode.

The third mode is a hybrid of the first two, and combines discrete event simulation at a higher level of abstraction than the second mode, with calculations which utilize a rate adjustment to estimate the probability of a UDE before the next discrete event. Despite the fact that by the third mode of our solution technique the UDE can longer manifest as error we must be careful to respect the dependency the system has with respect to the last UDE injected into the system, for the admittedly unlikely case that a second UDE might occur before the system is no longer dependent on the events of the last UDE. This is done by modeling the flow of chunks into and out of the active list, and calculating the probability of a UDE before the next flow of a chunk into or out of the list and adjusting the rate of the next UDE based on the current composition of the active list. The following sections describe the modes in more detail.

### 3.3.1 Analytic Mode.
Our simulator begins in its first mode, and calculates the expected rate of a UWE or URE. This is done by first finding the expected number of reads and writes generated by an I/O operation to one of the RAID units. An example of how this calculation is accomplished with RAID5 using read-modify-write is given in Figure 4. Given a RAID5 strip size of $\text{size}_{\text{strip}}$, and a stripe width of $w$ data disks plus one parity, the expected number of writes for a read-modify-write operation is equal to the number of required strips, plus one write per stripe written to update parity. One read is likewise required for each strip written in a row, plus an additional potential read if the write crosses a row boundary. On a read to the RAID system, only a single read is performed.

Using the calculated values from Figure 4, it is possible to find the rate of UDEs, given an I/O rate of $\lambda_{\text{I/O}}$ of which $p_{\text{read}}$...
are reads, and it is possible, using these parameters to generate a time to the next UDE ($T_{UDE}$) as shown in Figure 5.

Once we have determined a UDE will occur, we determine the type of UDE (UWE vs. URE) and the mechanism (dropped, near-off track, far-off track) via uniformization [9]. In the case of a URE, the error is transient, and we remain in numerical mode after handling the UDE. In the case of a UWE, the error does not manifest immediately, and we switch the simulator into the discrete event simulation mode.

### 3.3.2 Discrete Event Mode

The discrete event simulator makes only slight modifications to methods discussed in [3]. Pseudo-code for a single pass through the main simulation loop is illustrated in Figure 6. The primary modification to the standard algorithms is our creation and maintenance of two lists, the active chunk list, $C_A$, and the tainted chunk list $C_T$. The set $C_T$ is comprised of all chunks which have blocks affected by a UDE that can still serve corrupted data to the user. Between this set, and the set of all chunks being actively read and written, $C_A$, we can identify I/O events which do not affect system state and safely discard them without updating the state of the simulator beyond advancing the clock. This is because all events which do not modify the state of a block within $C_T$, or which do not alter the composition of $C_A$ or $C_T$ cannot serve corrupted or stale data, or affect the rate at which additional UDEs occur.

At each step in the simulator, we process one event, comparing it to $C_A$ and $C_T$ to see if our metric depends on the event, processing it if it does, and modifying $C_A$ and $C_T$ if necessary. We continue with discrete event simulation until such a time as $C_T \cap C_A = \emptyset$. When this occurs, all UDEs have either been mitigated, or the chunks they occurred on will not be read again until first written, and we no longer need to simulate I/Os on a block level as they cannot result in a data corruption error. However, it is not enough to simply return to our first, analytic, mode. So long as $C_{A,i} \neq \emptyset$ and $C_{A,i} \cap C_{A,0} \neq \emptyset$, where $C_{A,0}$ was the active chunk list when it was first true that $C_T \cap C_A = \emptyset$, and $C_{A,i}$ is the active chunk list at some time $i$, we have a dependence on the state of the simulator during the previous UDE, which must be maintained in the case that another UDE were to occur before $C_{A,i} = \emptyset$ or $C_{A,i} \cap C_{A,0} = \emptyset$, and thus we switch into our Hybrid mode instead of Analytic.

### 3.3.3 Hybrid Mode

The Hybrid mode of operation for our simulator uses discrete event simulation to manage the contents of $C_A$. When a chunk leaves $C_A$, it removes it from the set, and when a chunk enters, it increments a counter of implicitly simulated active chunks, active chunks represented by this counter are treated as the expected value of an active chunk from the workload. In between events which modify $C_A$, the hybrid mode acts in a manner similar to the analytic mode described previously, calculating $T_{UDE}$ as shown in Figure 5. Instead of using the parameters for the workload, however, it takes a less general approach and estimates the same parameters from $C_A$. It then uses these new estimates to perform a rate adjustment calculation for $T_{UDE}$, representing each of the parameters used to calculate $T_{UDE}$ as a weighted average.

---

**Figure 4.** Actual writes and reads required to perform a RAID5 read-modify-write.

**Figure 6.** Pseudo-code representation of a single pass through the main loop of the discrete event simulator.
\[ T_{UDE} = \frac{1}{\lambda_{\text{IO} \text{read}}} (E[\text{writes}/\text{read}] + E[\text{reads}/\text{read}]) + \lambda_{\text{IO}}(1 - p_{\text{read}})(E[\text{writes}/\text{read-modify-write}] + E[\text{reads}/\text{read-modify-write}]) \]

Figure 5. Calculation of time to next UDE.

with the expected value of these parameters for the workload in general. The weights used are simply the fraction of active chunks in \( C_A \) as compared to the total number \( |C_A| + \text{implicit} \).

When \( C_{A,i} = \emptyset \) or \( C_{A,i} \cap C_{A,0} = \emptyset \), we return to the purely numerical scheme as we are no longer dependent on the last UDE scenario.

\begin{verbatim}
nextEvent ← eventList.head()
clock ← clock + nextEvent.interarrivalTime
if nextEvent is an addition to \( C_A \) then
    implicit ← implicit + 1
end if
if nextEvent is a chunk leaving \( C_A \) then
    if implicit > 0 and nextEvent \( \notin C_A \) then
        implicit ← implicit - 1
    else
        \( C_A ← C_A \setminus \text{nextEvent} \)
    end if
else
    if \( C_A = \emptyset \) then
        Switch to Analytic mode
    end if
end if
Adjust the rate for UDEs based on \( C_A \) and Implicit
Schedule next change in \( C_A \)
\end{verbatim}

Figure 7. Pseudo-code representation of a single pass through the main loop of the hybrid discrete event simulator.

3.4 Validation

Results of the simulator were validated using a simple numerical model of a UDE process. The numerical model functions the same as our simulator during the initial stage, but once it has decided a UDE has occurred, instead of switching to discrete simulation, it utilizes the DTMC described in Figure 1, using a Geometric distribution with parameter equal to the transition probability to the opposite state to find the number of reads before a subsequent write event. After the UDE has been resolved, it simply calculates the next UDE, and continues as before. Comparing results for the proportion of UDEs manifesting as undetected data corruptions, and rates of user-level undetected data corruption errors from this numerical model with results from the simulator (with parity scrubbing and other such features switched off) helped us to gain confidence in our simulator and ensure it was generating results which agreed with our numerical model. Estimation of rates at which UDEs manifested as user level undetected data corruption events by the simulator were within 4.6% of those given by our numerical model, for 10 million simulated UDEs with no scrubbing, and no mitigation.

4. Results

For this study we simulated three different example systems to ascertain the effect of UDEs in three settings, a large-scale storage system, a large enterprise storage system, and a small business storage system. The large-scalesystem was modeled as a set 1000 disks each with a capacity of 1 terabyte, the enterprise system was modeled as a set of 512 disks, each with a capacity of 300 gigabytes, and the small business system was modeled as a set of 32 disks, also with capacities of 300 gigabytes each. Each of the three modeled systems were simulated with three different workloads, as discussed in Section 3.1. The rate of I/O operations per second for each system-workload pairing was calculated by multiplying the \( \text{io/s} \) parameter for the workload by the number of disks (excluding those used for parity) in the system. All systems, including those without mitigation, simulated a weekly parity scrub. A weekly scrub [8] was chosen based on the existing literature, which discusses a wide range of scrub intervals from every few days [5] to at least every two weeks [11, 1]. A scrub interval of one week was chosen as a representative rate, but is not integral to our simulator, and can be easily altered. Each of these systems was simulated with and without mitigation techniques. UDE rates of three different orders of magnitude \((10^{-11}, 10^{-12}, 10^{-13})\) were considered. A total of 10 million UDEs were simulated for each scenario.

Tables 4(a) and 4(b) summarize the proportion of UDEs which actually manifest as an undetected data corruption event for the simulated scenarios. As can be seen in Table 4(a) the proportion of UDEs which manifest as an actual error does not vary significantly when varying system parameters. The various rates of UDEs/IO simulated are not listed as the results were the same for all three parameters. Adding the mitigation technique described in Section 2.3 had the effect of reducing the proportion of UDEs which manifested as undetected data corruption by two orders of magnitude. Table 4(b) shows the effect that varying the workload can have on the proportion of UDEs that manifest as an error. While both the Abstract workload and Write Heavy workload have similar rates of manifestation, the Read Heavy workload has a much lower proportion of UDEs which manifest as undetected data corruptions. In all cases, adding mitigation had the effect of reducing the proportion of UDEs manifesting as errors by two orders of magni-
Table 4. Estimated mean proportion of UDEs which manifest as undetected data corruption for various workloads and various system models, with and without mitigation.

(a) Various systems with Abstract workload

<table>
<thead>
<tr>
<th>Mitigation</th>
<th>System</th>
<th>No</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large</td>
<td>Enterprise</td>
<td>0.718</td>
<td>0.0028</td>
</tr>
<tr>
<td>Enterprise</td>
<td>Large</td>
<td>0.718</td>
<td>0.0028</td>
</tr>
<tr>
<td>Small</td>
<td>Small Business</td>
<td>0.718</td>
<td>0.0028</td>
</tr>
</tbody>
</table>

(b) Various workloads on large system model

<table>
<thead>
<tr>
<th>Mitigation</th>
<th>Workload</th>
<th>No</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract</td>
<td>Read Heavy</td>
<td>0.718</td>
<td>0.0028</td>
</tr>
<tr>
<td>Read Heavy</td>
<td>Read Heavy</td>
<td>0.275</td>
<td>0.0011</td>
</tr>
<tr>
<td>Write Heavy</td>
<td>Write Heavy</td>
<td>0.887</td>
<td>0.0035</td>
</tr>
</tbody>
</table>

Table 5. Estimated mean and standard deviation of rate of UDE manifestation as undetected data corruption per second for various systems under the Abstract workload, with and without mitigation, for various rates of UDEs/IO.

<table>
<thead>
<tr>
<th>System</th>
<th>Mitigation</th>
<th>Rate (10⁻¹¹)</th>
<th>Rate (10⁻¹²)</th>
<th>Rate (10⁻¹³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large scale</td>
<td>No</td>
<td>6.276 · 10⁻¹¹</td>
<td>6.281 · 10⁻¹⁰</td>
<td>6.282 · 10⁻⁹</td>
</tr>
<tr>
<td>Large scale</td>
<td>Yes</td>
<td>2.415 · 10⁻⁹</td>
<td>6.312 · 10⁻¹¹</td>
<td>2.466 · 10⁻¹⁰</td>
</tr>
<tr>
<td>Enterprise</td>
<td>No</td>
<td>3.217 · 10⁻¹¹</td>
<td>3.813 · 10⁻¹⁰</td>
<td>3.218 · 10⁻⁹</td>
</tr>
<tr>
<td>Enterprise</td>
<td>Yes</td>
<td>1.259 · 10⁻⁹</td>
<td>2.503 · 10⁻¹¹</td>
<td>1.262 · 10⁻¹⁰</td>
</tr>
<tr>
<td>Small</td>
<td>No</td>
<td>2.012 · 10⁻⁹</td>
<td>1.595 · 10⁻¹¹</td>
<td>2.012 · 10⁻⁹</td>
</tr>
<tr>
<td>Small</td>
<td>Yes</td>
<td>7.930 · 10⁻¹²</td>
<td>1.633 · 10⁻¹²</td>
<td>7.868 · 10⁻¹²</td>
</tr>
</tbody>
</table>

Table 6. Estimated mean and standard deviation of rate of UDE manifestation as undetected data corruption per second for the large scale system under the all workloads, with and without mitigation, for various rates of UDEs/IO.

<table>
<thead>
<tr>
<th>System</th>
<th>Mitigation</th>
<th>Rate (10⁻¹¹)</th>
<th>Rate (10⁻¹²)</th>
<th>Rate (10⁻¹³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract</td>
<td>No</td>
<td>6.276 · 10⁻¹¹</td>
<td>6.281 · 10⁻¹⁰</td>
<td>6.282 · 10⁻⁹</td>
</tr>
<tr>
<td>Abstract</td>
<td>Yes</td>
<td>2.415 · 10⁻⁹</td>
<td>6.312 · 10⁻¹¹</td>
<td>2.466 · 10⁻¹⁰</td>
</tr>
<tr>
<td>Read Heavy</td>
<td>No</td>
<td>2.404 · 10⁻⁹</td>
<td>2.465 · 10⁻¹⁰</td>
<td>2.405 · 10⁻⁹</td>
</tr>
<tr>
<td>Read Heavy</td>
<td>Yes</td>
<td>9.345 · 10⁻¹⁰</td>
<td>2.526 · 10⁻¹¹</td>
<td>9.310 · 10⁻¹¹</td>
</tr>
<tr>
<td>Write Heavy</td>
<td>No</td>
<td>7.764 · 10⁻⁹</td>
<td>1.063 · 10⁻⁹</td>
<td>7.763 · 10⁻⁹</td>
</tr>
<tr>
<td>Write Heavy</td>
<td>Yes</td>
<td>3.048 · 10⁻⁹</td>
<td>4.592 · 10⁻¹¹</td>
<td>3.014 · 10⁻¹⁰</td>
</tr>
</tbody>
</table>

tude.

Tables 5 and 6 illustrate the relationship between the rate of undetected data corruption errors and varying system and workload parameters, and rates of UDEs/IO. Table 5 shows that the rate of UDEs manifesting as undetected data corruption declines both as the rate of UDEs/IO decreases, and as the size of the system decreases. Those scenarios which involved mitigation decreased the rate of undetected data corruption events by between two and three orders of magnitude. To put these rates into perspective, Table 7 shows the mean interval between undetected data corruption events that correspond to these rates. Table 6 summarizes the effect of varying the workload while holding the simulated system constant. We show the results for the large system only, as the results for enterprise and small business systems showed similar trends in the rates of UDE manifestation. The rates of manifestation vary in a manner consistent with Table 4(b) illustrating that workload does have an effect on the rate of UDE manifestation, but for the workloads and systems tested, varying the workload still yields a rate of undetected data corruption events within the same order of magnitude.

5. Conclusions

Our results indicate that UDEs will continue to grow in their importance to system designers as storage systems continue to scale, a conclusion which seems affirmed by field observation of UDEs in modern large scale storage systems. Even in the case of the small business system simulated, the rate of data corruption events without implementing mitigation is such that one would expect to see UDEs occurring in a pop-
ulation of such storage systems, and if we assume a UDE/IO rate of $10^{-11}$, the rate is high enough to push the mean interval between undetected data corruption below the average lifetime of even a single such system.

Our results suggest that data scrubbing on a weekly schedule is not enough to reduce UDEs sufficiently, as the data scrub must be processing the location on a disk where the UDE has occurred after the time at which the disk suffered the fault, and prior to the next read request for that location. It is particularly telling that when the rate is set at $10^{-12}$ UDEs/IO, the rate of UDEs/IO estimated for near-line disks, both enterprise and large scale systems have rates of undetected data corruption which place the mean interval between such events at less than a year. Given the growing practice of utilizing cheaper near-line drives in a RAID configuration, this highlights an important limitation of RAID. Since RAID5 and RAID6 can process the location on a disk where the UDE has occurred after the time at which the disk suffered the fault, and prior to the next read request for that location. It is particularly telling that when the rate is set at $10^{-12}$ UDEs/IO, the rate of UDEs/IO estimated for near-line disks, both enterprise and large scale systems have rates of undetected data corruption which place the mean interval between such events at less than a year. Given the growing practice of utilizing cheaper near-line drives in a RAID configuration, this highlights an important limitation of RAID.

6. Future Work

While this paper considers only a single mitigation technique, and a set of relatively simple RAID based systems, there is no reason why one could not model other mitigation techniques with our methods, or model more complicated systems. In fact, our simulator was designed in a general fashion to allow one to easily build additional models of both disks and mitigation techniques. It would be useful to conduct similar studies under a broader variety of mitigation techniques, and a wider array of more complex systems with different architectures than just standard RAID configurations.

Bairavasundaram et al. indicate in [2] that UDEs may be correlated in both time and space, it would be interesting to construct a good model of this locality and apply our techniques to scenarios which take the locality into account to see how it affects MTTDC. Alterations to the simulator in this fashion would simply be a matter of altering the probabilistic distributions which govern UDE placement in the storage systems, and the rate of UDEs occurring in the I/O stream. Additionally, while the simulator design we used was tailored to the problem of UDE analysis, many of the assumptions made likely hold for other fault tolerance analysis. Work needs to be done towards generalizing the provided techniques, and adapting them for use in other domains.
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